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Abstract - Long-term electrocardiographic (ECG) 

recordings can be beneficial for detection and diagnosis of 

heart diseases, in particular arrhythmias. A wireless multi-

function biosensor that measures a potential difference 

between two proximal electrodes on the skin enables 

monitoring of vital functions, like heart rate, respiration and 

muscular activity. It can thus make long-term ECG 

measurements while users are performing their everyday 

duties and activities. These measurements are significantly 

longer and heterogeneous than the measurements 

performed in a controlled hospital environment. 

Consequently, their inspection for identification of different 

groups/clusters of heartbeats, either manual or computer 

supported, is obligatory. In this paper, we propose a method 

for automatic clustering of heartbeats from an ECG 

obtained with a wireless body sensor. We use state-of-the-

art data mining methods for time series clustering - 

hierarchical agglomerative clustering in conjunction with 

dynamic time warping distance. The results show that the 

proposed methodology is robust and comparable to the 

classical Holter algorithms and therefore worth to be 

further evaluated.  

I. INTRODUCTION 

Long-term electrocardiographic (ECG) recordings are 
intended to help in detection or diagnosis of heart 
diseases. These measurements are significantly longer and 
heterogeneous than the measurements performed at a 
controlled hospital environment. Consequently, manual 
inspection of these recordings in order to identify different 
groups/clusters of heartbeats (that can be used for better 
describing the health status of the subject) is a tedious, 
hard and expensive job. An alternative is to use 
computational techniques for automatic clustering, like 
neural networks [1], data mining methods for clustering of 
ECG features [2] or time series clustering methods [3]. In 
this paper, we address the task of automatic heartbeat 
clustering using data mining methods for time series 
clustering.  

Today the most standard ECG device used in medicine 
is the well-known 12-lead ECG, where wires are 
connected to the electrodes placed on 10 locations of the 

body. More long-term ECG recordings are usually 
acquired by a Holter monitor where reduced number of 
electrodes are connected with wires to a small portable 
recorder that acquires continuous ECG measurement 
throughout several days. On this type of equipment, more 
electrodes are used to obtain the signal, in which one of 
them serves as a reference for the others. Usually one to 
three wired leads are utilized for automatic tasks of ECG 
analysis. Related studies for ECG clustering utilize this 
type of measurements. However, to align with future 
trends in e-health, in this paper, we utilizes a unique ECG 
data acquisition that promises better future for long-term 
ECG recordings – unobtrusive measurement with a single 
ECG lead without wires. A wireless multi-function 
biosensor that measures a potential difference between 
two proximal electrodes on the skin enables monitoring of 
vital functions - heart activity and respiration [4].  

In this paper, we propose a method for automatic 
clustering of heartbeats from an ECG obtained with a 
wireless body sensor. We exploit state-of-the-art data 
mining methods for time series clustering, namely 
hierarchical agglomerative clustering in conjunction with 
dynamic time warping distance. The obtained clusters will 
then be analyzed and used to derive meaningful heartbeat 
categories. 

The remaining of this paper is organized as follows. 
Section II introduces the fundamental steps in heartbeat 
clustering and describes the selected methods for each 
step; Section III presents and discusses the results; and 
finally, Section IV concludes the paper. 

II. METHOD 

An automatic system for clustering of heartbeats from 
ECG recordings can be divided into four steps (see Fig. 1) 
as follows: 1) ECG data acquisition; 2) ECG signal 
preprocessing; 3) heartbeat segmentation; and 4) heartbeat 
clustering. The selection of methods for each of the four 
steps can have a crucial implication on the final result – 
the heartbeat clusters and consequently, the medical 
interpretation of such results. 

A. ECG Data Acquisition 

The data analyzed in this work has been obtained from 
unobtrusive ECG body sensor (dimensions: 2x9cm, 
weight: 14 g) with two electrodes at the distance of 8 cm. 
The placement of electrodes on the chest can be easily 
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fine-tuned to maximize the quality of the ECG recording 
[5]. Note that besides ECG, other features can be extracted 
from the measured potential, e.g., muscle activity and 
respiration [6]. In addition to the ECG, the sensor can also 
sense the information about the measurement conditions, 
e.g., movements and temperature, thus providing 
information that allow for ambient intelligence [7, 8]. A 
moderate sampling rate of 125 Hz with 10 bit 
analogue/digital converter is used as an optimum between 
medical value and amount of generated data. The sensor 
has a long autonomy (up to 7 days) [9], a low power 
wireless connection (BT4) to a Smartphone or other 
personal device, and a corresponding software for 
visualization and interpretation of measurements.  

The ECG measurements obtained with the sensor are 
suitable for medical use, e.g., screening of patients with 
potential heart rhythm disturbances, reconstruction of the 
standard 12-chanell ECG [10], Holter-like investigations 
for long-term monitoring of patients after cardiac surgery, 
monitoring in cardio oncology [11], etc. The device can 
support solutions to every-day problems of the medical 
personal in hospitals, health clinics, homes for the elderly 
and health resorts. Its exceptionally lightweight design 
allows for unobtrusive use also during sports activities or 
during exhaustive physical work. Currently, there are only 
a few similar devices, but none has competing services on 
such advanced level [12-15]. A prototype of the wireless 
multifunctional body sensor is shown in Figure 2.  

B. ECG Signal Preprocessing  

The preprocessing step usually concerns the noise 
removal from the ECG signal. The simplest and most 
widely used technique for reducing noise in ECG signals 
is the application of finite impulse response (FIR) digital 
filters [16]. Such filters perform well for the attenuation of 
known frequency bands, such as the noise coming from 
the electrical network (50 Hz or 60 Hz). However, filters 
must be applied with caution, since they can significantly 
distort the morphology of the ECG signal and make it 
unusable for cardiac diagnostic. Therefore, most state-of-

the-art methods for ECG signal analysis do not even apply 
preprocessing on the signal.  

In order to investigate the potential influence of the 
preprocessing task on the final clustering results, we 
examine scenarios with preprocessed and not 
preprocessed (raw) ECG signal. The applied 
preprocessing technique on the ECG signal is a low pass 
FIR filter with cutoff frequency set to 50 Hz.  

C. Heartbeat segmentation 

The heartbeat segmentation step refers to the detection 
of R peaks and generation of heartbeat segments from the 
ECG signal. Heartbeat segmentation methods have been 
studied for more than three decades [17, 18, 19, 20] and 
vary in complexity, i.e., from very simple methods to 
more elaborated ones. The method used for R peak 
detection in this work has been described and evaluated in 
[21]. The cut-off time for the segments is 0.2 s before the 
R peak time. 

D. Heartbeat Clustering 

Clustering is concerned with grouping objects into 
classes of similar objects [22]. Given a set of examples 
(object descriptions), the task of clustering is to partition 
these examples into subsets, called clusters. The goal of 
clustering is to achieve high similarity between examples 
within individual clusters (intra-cluster similarity) and low 
similarity between examples that belong to different 
clusters (inter-cluster similarity). Consequently, the notion 
of similarity (and conversely distance) is of a crucial 
importance in clustering. 

A cluster is typically represented with a prototype, 
such as the mean/centroid or the medoid of the examples 
belonging in the cluster. The aim is to obtain compact 
clusters that have a low (intra-cluster) variance. Methods 
like k-means clustering or hierarchical agglomerative 
clustering (HAC) can be used to find sets of clusters with 
low intra-cluster variance and low inter-cluster similarity. 

Here, we focus on HAC as a clustering method. HAC 
builds a hierarchy of clusters in a “bottom-up” approach: 
at the lowest level each example belongs in its own cluster 
and then pairs of clusters are merged together as one 
moves up the hierarchy. Typically, merging of the 
examples is done in a greedy manner [23].  

The result of hierarchical clustering can be visually 
presented using a dendrogram (see Fig. 3). The 
dendrogram allows for cutting the hierarchy in two major 

 
Figure 1.  Diagram of the heartbeat clustering system. 

 
Figure 2.  Prototype of the wireless multifunctional body sensor  
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ways: one could specify the desired number of clusters or 
the maximal distance between two clusters to allow 
merging. This allows for closer inspection of the 
clusterings observed in the hierarchy of clusters. 

A very important part of the HAC method is the 
definition and calculation of the distance between two 
clusters, i.e., the linkage function. There are several types 
of linkage that could be selected specifically for a given 
task. These different linkage types include maximum or 
complete linkage (maximum distance between any two 
examples from these clusters), minimum or single linkage 
(minimum distance between any two examples from the 
clusters), mean or average linkage (average distance 
between the examples of the two clusters), centroid 
linkage (the distance between the centroids/prototypes of 
the two clusters) and the decrease in variance for the 
cluster being merged (Ward's criterion). Here, we used 
average linkage for constructing the hierarchy of clusters. 

In this work, we consider the heartbeat signals as time 
series, hence, for use methods for HAC clustering of time 
series data. More specifically, we use distance-based 
clustering methods that rely on the definition of an 
appropriate distance measure between two time series. 
There are several distance measures for time series that 
could be applied in this context. When selecting a 
distance, we should consider the properties of the data at 
hand and the properties of the specific distances.  

For example, if the time series have equal length, then 
one can apply some standard distance measures such as 
the Euclidean distance or the Manhattan distance. These 
measures could, however, not be appropriate in this 
context because (1) they assume that the time series are 
synchronized, and (2) they mainly capture the difference 
in scale and baseline. Considering the properties of the 
heartbeat signal analyzed here, use of the above distances 

is not recommended: the duration of the heartbeats varies 
and the main interest is not as much the amplitude of the 
signal as its shape. 

Considering the specific properties of the heartbeat 
signals (different length, shape over amplitude), we need 
to resort to more sophisticated distances that are able to 
capture the desired dynamics of the heartbeat signals. A 
distance that supports the required flexibility is the 
Dynamic Time Warping (DTW) distance [24]. The DTW 
distance “stretches” the time axis to obtain better matching 
between two time series. It accomplishes this by assigning 
multiple values of one of the time series to a single value 
of the other. This means that a time series that is delayed 
with respect to another one or otherwise temporally 
stretched (but maintains the approximate magnitude) will 
still be considered similar to the original series. If there is 
no stretching of the time axis, the DTW distance behaves 
as the Euclidean distance. Finally, the DTW distance can 
be used for time series of different length and not 
synchronized, which makes it a very flexible distance 
function. 

In this work, we instantiate the parameters for the 
clustering algorithms as follows. As mentioned, we used 
HAC with average linkage implemented in Matlab. The 
DTW distance was calculated using the guidelines 
provided by Ratanamahatana and Keogh [25]: when 
calculating the distance between two time series, the 
window size is set to 10% of the length of the longer time 
series. For efficient calculation of the distance matrix 
between all of the heartbeats, we used the FastDTW 
implementation provided by Salvador and Chan [26].  

III. RESULTS 

A. Experimental setup 

The ECG data analyzed in this work consists of four 
30-minute measurements from a single volunteer, 
acquired during different activities. Therefore, each 
measurement is clustered separately. The statistics of the 
measurements are given in Table 1.  

The dendrogram from the HAC clustering was cut to 
obtain 50 clusters. This high value is a precaution measure 
since the clustering method will cluster outliers in separate 
clusters (with very few examples), leaving the number of 
meaningful clusters reasonable. A cluster is considered 
meaningful if it contains more than 3 examples. The 
number of 3 was selected considering the length of the 
investigated measurements. 

 
Figure 3.  Dendrogram of hierarchical cluster tree  

TABLE I.  ECG MEASUREMENTS STATISTICS 
Sinus – Normal sinus beat; SVES – Supra Ventricular Extra Systole; AF – Atrial Fibrilation 

ID Activity 
Mean 

BPM 

# 

Beats 

# Clusters a Clustered beats [%] 
Type of rhythm 

Raw ECG Filtered ECG Raw ECG Filtered ECG 

M1 walking 91.0 2727 21 23 98.57 98.72 Sinus (< 1% SVES) 

M2 sitting 82.1 2462 20 19 98.62 98.33 87%AF + 12%Sinus + 1%SVES 

M3 laying 57.3 1717 11 11 97.50 97.44 82 % Sinus + 18 % SVES 

M4 sitting 64.1 1917 19 21 98.07 98.33 Sinus (< 0.1% SVES) 

a. With more than 3 examples 



B. Raw vs. Filtered ECG 

The results showed that the numbers of meaningful 
clusters from raw and filtered ECG measurements do not 
differ much (see Table 1). Also, the percentage of 
clustered heartbeats from raw and filtered ECG does not 
differ much for each measurement. The percentage of 
clustered beats is around 98% for all measurements, 
regardless of the preprocessing. Visual inspection of the 
clusters showed that similar clusters are often generated 
from the raw and filtered ECG. Therefore, it can be 
concluded that the used method works well on the ECG 
signal without any preprocessing done beforehand. 
However, clusters from filtered ECG tend to be more 
coherent.  

C. Clustered ECG interpretation 

For visual inspection of the results, the clusters 
obtained from the filtered ECG measurements M1, M2, 
M3 and M4 are given in Fig. 4, 5, 6 and 7, respectively. 
The clusters are order by their size (number of examples). 
Only the clusters containing more than 3 examples are 
presented. For each cluster, the medoid heartbeat of the 
cluster is represented with black curve, accompanied with 
maximum 20 examples/heartbeats closest to the medoid 
represented with gray curves. The medoid is an example 
of the cluster whose average distance to the other 
examples is the smallest or, in other words, it is the 
example that is the closest to the “average” example in the 
cluster. The medoid is considered as a cluster 
representative/prototype in applications where mean is not 
attainable, which is the case in heartbeats clustering with 
DTW.  

Results show that the clustering method identified 
different cardiac events in the measurements, even in the 
measurement acquired while walking. In all cases, the 

clusters with the highest number of examples clearly 
correspond to a normal ECG beat, except for the 
measurement M2. Namely, the P wave is not present in 
the ECG beats from the biggest cluster from M2, 
indicating atrial fibrillation. In M2, also some other 
smaller clusters, e.g., C11 and C5, can be identified as 
atrial fibrillation. The rest of the clusters (12%) from M2 
belong to normal sinus beats, except for C6, C12 and C24, 
which indicate SVES (Supra Ventricular Extra Systole). 
The results for measurement M3 clearly identify clusters 
with SVES beats (around 18% - C2, C3, C16 and C25), 
namely clusters with the QRS looking very different from 
normal (the QRS has spikes). A small percent of SVES 
beats (< 1 %) is also present in M1, in particular, 
identified by C30, C20, C17, C38 and C11. Measurement 
M4 is clearly sinus ECG rhythm – all the clusters indicate 
normal ECG beat, except for a very small number of 
artifacts/outliers (C29 and C14).  

The cardiac events identified in each measurement are 
also summarized in Table 1. For the ultimate medical 
interpretation of the clusters, a medical professional 
should be consulted. 

IV. CONCLUSION 

In this paper, we propose a method for automatic 
clustering of heartbeats. Unlike most related studies for 
ECG clustering which utilize long-term ECG 
measurements from 12-lead ECG or Holter monitor, here 
we utilize a unique ECG data acquisition - noninvasive 
measurement with a single channel of bipolar ECG 
without wires. After appropriate preprocessing and 
segmentation of the ECG measurements, we perform 
hierarchical agglomerative clustering using Dynamic 
Time Warping (DTW) as distance measure.  

 
Figure 4.  Clusters from filtered measurement M1. Black line represents medoid, gray lines represent maximum 20 closest examples to the medoid. 



 
Figure 5.  Clusters from filtered measurement M2. Black line represents medoid, gray lines represent maximum 20 closest examples to the medoid. 

 
Figure 6.  Clusters from filtered measurement M3. Black line represents medoid, gray lines represent maximum 20 closest examples to the medoid. 

 
Figure 7.  Clusters from filtered measurement M4. Black line represents medoid, gray lines represent maximum 20 closest examples to the medoid. 



The results show that we were able to identify 
meaningful clusters, confirming that the clustering from a 
differential ECG can provide an interesting insight into the 
medical condition based on the measurements. However, 
these methods should be accounted only as assistance for 
the medical professional and should not be trusted blindly. 

In further work, we plan to investigate different 
segmentation techniques and their potential influence on 
the final clustering results. Furthermore, other distances 
over time series considering the specifics of heartbeat 
signals will be designed and explored, as well as other 
clustering methods, including k-medoids and predictive 
clustering trees. The obtained clustering results will then 
form the base for annotation of the ECG beasts as a pre-
step for the future task of ECG beats classification.  
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