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Abstra
t

In E-LOTOS, a standard pro
ess-algebrai
 language for spe
i�
ation of 
on
urrent and rea
tive real-time systems,

the only form of pro
ess sequen
ing is strong sequen
ing, meaning that no a
tion of a parti
ular pro
ess is ever

allowed to o

ur before 
omplete termination of the pre
eding pro
ess. In the paper, we propose how to enhan
e

the language with weak sequen
ing, fa
ilitating spe
i�
ation of a

elerated a
tion exe
ution, i.e. of partially

overlapping pro
esses. De�ning an enhan
ed operational semanti
s, we formalize the approa
h for dis
rete-time

basi
 E-LOTOS pro
esses and give informal guidelines for its generalization to full E-LOTOS.

Key words: Con
urrent systems, Formal spe
i�
ation te
hniques, Basi
 E-LOTOS, Weak sequen
ing

1. Introdu
tion

When one spe
i�es that a pro
ess B

2

may start

only after 
ompletion of another pro
ess B

1

, that

might be for two reasons. If the intention is to se-


ure that the a
tions of B

2


ome stri
tly after the

a
tions of B

1

, su
h strong sequen
ing of B

1

and B

2

is de�nitely the right 
hoi
e. However, if the only

reason is that in B

2

, there is an event E

2


ausally

related to an event E

1

in B

1

(e.g. be
ause E

2

uses

the data produ
ed by E

1

), it might be desirable to

allow 
ommutation (or even 
on
urrent exe
ution)

of pairs of 
ausally unrelated a
tions E

0

1

from B

1

and E

0

2

from B

2

[8,10℄.

In many 
ases, su
h weak sequen
ing of B

1

and

B

2

is even the only a

eptable solution, e.g. in a

real-time system exe
uting an algorithm requiring
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that a parti
ular E

2

in B

2

is exe
uted as soon as

possible, i.e. without waiting for 
ompletion of B

1

.

Another typi
al example where 
ommutation of an

E

1

in B

1

and an E

2

in B

2

is desirable is the 
ase

whereE

1

andE

2

belong to 
on
urrent 
omponents

of a distributed system, so that they 
annot be

sequen
ed without additional time 
onstraints or

events for inter-
omponent 
ommuni
ation. Weak

sequen
ing is also useful in a
tion re�nement, for

one might want to re�ne two 
onse
utive a
tions

into a pair of partially overlapping pro
esses [9,10℄.

The need for an operator of weak sequential


omposition be
omes most evident when one tries

to spe
ify a distributed real-time system (e.g. a

tele
ommuni
ations system) by spe
ifying its legal

sequen
es of events. Therefore su
h an operator is

a wel
ome 
onstituent of many s
enario languages,

most notably of message sequen
e 
harts [4,7℄.

When a s
enario language is enhan
ed with new

s
enario 
omposition operators, it in
reasingly re-
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sembles a pro
ess-algebrai
 language. The reason

is that many pro
ess-algebrai
 languages, e.g. LO-

TOS [2,1℄, a standard language for spe
i�
ation of


on
urrent and rea
tive systems, have been 
on-


eived primarily as languages for abstra
t spe
i�-


ation of pro
ess behaviour, i.e. of temporal order-

ing of events.

For further integration of the s
enario and the

pro
ess-algebrai
 languages, it is important that

the pro
ess-algebrai
 languages adopt all the 
om-

position operators de�ned in the former. In this pa-

per, we suggest how to introdu
e weak sequen
ing

into E-LOTOS [3,11℄, the enhan
ed standard su
-


essor of LOTOS. We formalize the proposed ap-

proa
h for dis
rete-time basi
 E-LOTOS pro
esses

and give informal guidelines for its generalization

to full E-LOTOS.

The paper is organized as follows. Se
t. 2 is

a brief overview of the various kinds of basi
 E-

LOTOS pro
esses. In Se
t. 3, we propose how to

enhan
e them with weak sequen
ing. In Se
t. 4,

we provide some guidelines for extending the

enhan
ements to pro
esses with data and to a

dense-time setting. Se
t. 5 
on
ludes the paper.

2. Dis
rete-time basi
 E-LOTOS pro
esses

In this se
tion, we brie
y des
ribe the dis
rete-

time operational semanti
s of basi
 E-LOTOS pro-


esses. We use a simpli�ed abstra
t syntax of pro-


esses, with parentheses for unambiguous parsing.

The simplest E-LOTOS pro
ess is time blo
k

\blo
k", a pro
ess without any steps.

Pro
ess \stop" is also ina
tive, but still willing

to age, i.e. exe
ute steps � re
e
ting progress of

time (Fig. 1).

stop

�

! stop (IN1)

Fig. 1. Ina
tion.

Pro
ess \null" has a single step, a spe
ial event

Æ denoting su

essful termination (Fig. 2).

null

Æ

! blo
k (TM1)

Fig. 2. Su

essful termination

Let t denote a non-negative, and d a positive

integer. A \wait(t)" denotes a pro
ess whi
h su
-


essfully terminates after t time units (Fig. 3).

wait(0)

Æ

! blo
k (WT1) wait(d)

�

! wait(d� 1) (WT2)

Fig. 3. Waiting.

\i" denotes a pro
ess whi
h immediately exe-


utes an anonymous internal a
tion i and then su
-


essfully terminates (Fig. 4).

i

i

! null (IA1)

Fig. 4. Internal a
tion.

A \signal X" denotes a pro
ess whi
h imme-

diately issues a signal X , from a universe X , and

then su

essfully terminates (Fig. 5).

signal X

X

! null (SG1)

Fig. 5. Signal.

A \G" denotes a pro
ess whi
h is at any time

ready to exe
ute an intera
tion G, from a universe

G, with its environment on gate G and then su
-


essfully terminate (Fig. 6).

G

G

! null (UG1) G

�

! G (UG2)

Fig. 6. Untimed gate a
tion.

A \G�t" is ready for a G followed by Æ only t

time units after its start (Fig. 7).

G�0

G

! null (TG1) G�d

�

! G�(d � 1) (TG3)

G�0

�

! stop (TG2)

Fig. 7. Timed gate a
tion.

Hen
e a pro
ess step is a � or an event E. An E

is an a
tion A, from a universe A, or a trappable

event T . An A is an i or a G. A T is a Æ or an X .

An i or a T is by de�nition urgent, i.e. 
annot have

� as an alternative.

A \trap T

1

is B

1

: : : T

n

is B

n

in B

n+1

" denotes

a pro
ess whi
h basi
ally exe
utes B

n+1

, but if a

T

i

be
omes feasible, this is interpreted as a termi-

nation of B

n+1

, and 
ontrol is 
onsequently trans-

ferred to B

i

(Fig. 8). \B

1

;B

2

" is a shorthand for

\trap Æ is B

2

in B

1

", i.e. for sequential 
omposi-

tion of a B

1

and a B

2

.

2



B

n+1

E

! B

0

n+1

trap T

1

is B

1

: : : T

n

is B

n

in B

n+1

E

! trap T

1

is B

1

: : : T

n

is B

n

in B

0

n+1

[E 62 fT

1

; : : : ; T

n

g℄ (TP1)

B

n+1

T

i

! ; B

i

E

! B

0

i

trap : : : T

i

is B

i

: : : in B

n+1

E

! B

0

i

(TP2)

B

n+1

T

i

! ; B

i

�

! B

0

i

trap : : : T

i

is B

i

: : : in B

n+1

�

! B

0

i

(TP4)

B

n+1

�

! B

0

n+1

trap T

1

is B

1

: : : T

n

is B

n

in B

n+1

�

! trap T

1

is B

1

: : : T

n

is B

n

in B

0

n+1

(TP3)

Fig. 8. Trapping.

B

1

[X>B

2

def

= B

1

[X> (B

2

; B

2

)

B

1

A

! B

0

1

B

1

[X>(B

2

; B

3

)

A

! B

0

1

[X>(B

2

; B

3

)

(SR1)

B

1

Æ

!

B

1

[X>(B

2

; B

3

)

i

! null

(SR2)

B

1

X

0

! B

0

1

B

1

[X>(B

2

; B

3

)

i

! signal X

0

; (B

0

1

[X>(B

2

; B

3

))

(SR3)

B

2

A

! B

0

2

B

1

[X>(B

2

; B

3

)

A

! trap X is B

1

[X>B

3

in B

0

2

(SR4)

B

2

X

0

! B

0

2

B

1

[X>(B

2

; B

3

)

i

! signal X

0

; trap X is B

1

[X>B

3

in B

0

2

[X

0

6= X℄ (SR5)

B

1

�

! B

0

1

; B

2

�

! B

0

2

B

1

[X>(B

2

; B

3

)

�

! B

0

1

[X>(B

0

2

; B

3

)

(SR6)

Fig. 9. Suspend/resume.

If an X is trapped, it is be
ause it represents

an ex
eption, i.e. an unsu

essful termination of a

pro
ess. For su
h anX , \signalX" is a misleading

spe
i�
ation, and it should better be spe
i�ed by

\raise X" (Fig. 10).

raise X

X

! blo
k (EX1)

Fig. 10. Ex
eption.

If a T has an alternative, its trapping might


ause non-deterministi
 pro
ess aging. In E-

LOTOS, su
h aging is stri
tly forbidden. There-

fore the E-LOTOS operational semanti
s se
ures

that no T ever has an alternative. Let us note that

in the adopted interleaving semanti
s, two events

whi
h are 
on
urrent in a parti
ular pro
ess state

are also alternative next steps of the pro
ess.

For a T , to have alternatives means to be in a de-


isive position. E-LOTOS has many pro
ess 
om-

position operators potentially able to put a T in

su
h a position. Whenever this happens, a seman-

ti
 rule pre�xes T with an additional i taking over

the de
isive role (e.g. rule CH2 in Fig. 11).

A \B

1

[℄B

2

", where it is assumed that neither B

1

nor B

2


an exe
ute Æ as its �rst event, denotes a

pro
ess behaving as B

1

or as B

2

, where the 
hoi
e

is made upon the �rst event (Fig. 11).

B

i

A

! B

0

i

B

1

[℄B

2

A

! B

0

i

[i 2 f1; 2g℄ (CH1)

B

i

X

! B

0

i

B

1

[℄B

2

i

! signal X;B

0

i

[i 2 f1; 2g℄ (CH2)

8i 2 f1; 2g:B

i

�

! B

0

i

B

1

[℄B

2

�

! B

0

1

[℄B

0

2

(CH3)

Fig. 11. Choi
e.

A \B

1

[X > B

2

", where it is assumed that nei-

ther Æ nor X 
an be exe
uted by B

2

as its �rst

event, denotes pro
ess B

1

potentially suspended

upon the �rst event of B

2

. If signalX o

urs in B

2

after suspension of B

1

, it is impli
itly trapped as

an ex
eption. Consequently, B

1

is resumed, while

B

2

is reset to its initial state, be
oming ready for

another suspension of B

1

. If B

1

, while running, be-


omes ready for a Æ, the 
omposite pro
ess may

exe
ute an i leading to su

essful termination.

This is the semanti
s of \B

1

[X > B

2

" as de-

s
ribed in all tutorial texts on E-LOTOS and for-

malized in Fig. 9. In the formalization, \B

1

[X >

B

2

" is rewritten into \B

1

[X>(B

2

; B

2

)", where the

�rst B

2

represents the 
urrently pending instan
e

of B

2

, while the se
ond B

2

a
ts as a 
onstant pro-

viding information on what the following instan
es

3



8i 2 �:B

i

A

! B

0

i

par D in [�

1

℄B

1

jj : : : jj [�

n

℄B

n

A

! par D in [�

1

℄B

0

1

jj : : : jj [�

n

℄B

0

n

2

4

; � � � f1; : : : ; ng

Exe
(A;�; D;�

1

; : : : ;�

n

)

8i 62 �:(B

0

i

= B

i

)

3

5

(PR1)

B

i

X

! B

0

i

par D in [�

1

℄B

1

jj : : : jj [�

n

℄B

n

i

! signal X; (par D in [�

1

℄B

0

1

jj : : : jj [�

n

℄B

0

n

)

�

i 2 f1; : : : ; ng

8k 6= i:(B

0

k

= B

k

)

�

(PR2)

8i 2 f1; : : : ; ng:B

i

Æ

! B

0

i

par D in [�

1

℄B

1

jj : : : jj [�

n

℄B

n

Æ

! par D in [�

1

℄B

0

1

jj : : : jj [�

n

℄B

0

n

(PR3)

8i 2 �:B

i

�

! B

0

i

; 8i 2 (f1; : : : ; ngn�):B

i

Æ

!

par D in [�

1

℄B

1

jj : : : jj [�

n

℄B

n

�

! par D in [�

1

℄B

0

1

jj : : : jj [�

n

℄B

0

n

�

; � � � f1; : : : ; ng

8i 62 �:(B

0

i

= null)

�

(PR4)

Fig. 12. Parallel 
omposition.

should be. The oÆ
ial formalization of \B

1

[X >

B

2

" [3,11℄ 
ontains an error, as if in rule SR6, �

redu
ed \B

1

[X>(B

2

; B

3

)" to \B

1

[X>(B

0

2

; B

0

2

)".

Let � denote a subset of G. A \parD in [�

1

℄B

1

jj

: : : jj [�

n

℄B

n

", where ea
h element in the list D

is of the form \G#N" with N a positive inte-

ger, denotes parallel 
omposition of pro
esses B

1

to B

n

(Fig. 12). Ea
h B

i

is asso
iated with a �

i

listing the gates on whi
h B

i

syn
hronizes with

its peers (events G not in �

i

are, like events i

and X , exe
uted by B

i

on its own). If the gate

G on whi
h a syn
hronization o

urs has its syn-


hronization degree N de�ned in D, this is a

syn
hronization of exa
tly N pro
esses B

i

with G

in �

i

, otherwise it is a syn
hronization of all su
h

pro
esses. Let the poli
y be en
oded as a pred-

i
ate Exe
(A;�; D;�

1

; : : : ;�

n

) whi
h for every

� � f1; : : : ; ng de�nes whether it is legal that the


omposite pro
ess exe
utes an A as a 
ommon

a
tion of exa
tly the pro
esses B

i

with i 2 �. The


omposite pro
ess su

essfully terminates when

all its 
onstituents do. \B

1

j[�℄jB

2

" is a shorthand

for \par ; in [�℄B

1

jj [�℄B

2

", and \B

1

jjjB

2

" for

pure interleaving \B

1

j[;℄jB

2

".

A \rename R in B

1

", where ea
h element in

the list R is of the form \G is G

0

" or \X is X

0

",

and R de�nes at most one new name E

0

per event

E, denotes pro
ess B

1

with its events renamed as

spe
i�ed by R (Fig. 13).

A \hide � in B

1

" denotes pro
ess B

1

with all

its G listed in � hidden, i.e. 
onverted into an i

(Fig. 14). Rule HD2 enfor
es urgen
y of the new

internal events.

A \P" denotes an instantiation of a pro
ess P

if (E is E

0

2 R) then (R(E)

def

= E

0

)

if 6 9E

0

:(E is E

0

2 R) then (R(E)

def

= E)

B

1

E

! B

0

1

rename R in B

1

R(E)

�! rename R in B

0

1

(RN1)

B

1

�

! B

0

1

rename R in B

1

�

�! rename R in B

0

1

(RN2)

Fig. 13. Renaming.

if (E 2 �) then (En�

def

= i) else (En�

def

= E)

B

1

E

! B

0

1

hide � in B

1

En�

�! hide � in B

0

1

(HD1)

B

1

�

! B

0

1

; 8G 2 �:B

1

G

6!

hide � in B

1

�

! hide � in B

0

1

(HD2)

Fig. 14. Hiding.

whose behaviour B

1

is de�ned by a de
laration

\P is B

1

" (Fig. 15). Unguarded re
ursion leads to

time blo
k [6℄. Instantiation of formal gates and

formal signals need not be 
onsidered as a separate

issue, be
ause it is nothing but renaming.

B

1

E

! B

0

1

P

E

! B

0

1

[P is B

1

℄ (PI1)

B

1

�

! B

0

1

P

�

! B

0

1

[P is B℄ (PI2)

Fig. 15. Pro
ess instantiation.

A \loop X in B

1

" denotes a pro
ess exe
uting

a sequen
e of pro
esses B

1

until signal X o

urs

in the 
urrent B

1

and is interpreted as su

essful

termination of the loop. As \loop X in B

1

" is

4



equivalent to \trapX is null in P" with P de�ned

as \B

1

;P", we need not 
onsider it separately.

3. Dis
rete-time basi
 E-LOTOS with weak

sequen
ing

3.1. The ne
essary additional 
on
epts

3.1.1. Untrappable signals

Pro
ess \signal X" basi
ally denotes signal X

followed by su

essful termination. However, in a


ontext where X is trapped, this is not the a
tual

role of the pro
ess, whi
h must in that 
ase be

interpreted as ex
eptional termination X .

To be able to introdu
e weak sequen
ing in the

style of [10℄, we resolve the ambiguity by 
lassify-

ing urgent, non-anonymous, non-Æ events into ex-


eptions X , from X , and signals S, from a uni-

verseS. Their legal spe
i�
ationswill be \raiseX"

and \signal S", while pro
esses \signal X" and

\raise S" are from now on forbidden, and so is

trapping of signals. Ex
eptions, like Æ, retain ex-


lusively the role of terminations, implying that we

may with no harm pretend that an X always re-

du
es its exe
utor to an equivalent of \blo
k".

Hen
e from now on,A (the universe of a
tions) is

enhan
ed with non-anonymous, unsyn
hronizable,

urgent a
tions S. As signals are, unlike ex
eptions,

untrappable, they 
anwith no harm be in a de
isive

position, as any other a
tion.

Although signals are unsyn
hronizable, they are,

like gate a
tions, 
onsidered observable, be
ause

the environment is allowed to dete
t them through

passive observation [5℄. Hen
e the universe O of

observable a
tionsO is (G[S). We propose to allow

hiding for all O, in
luding all S.

3.1.2. Legal a

elerations

Suppose that for a pair of 
onse
utive pro
esses

B andB

0

, it has been spe
i�ed that it is a

eptable

for events E

0

in B

0

to overtake events E in B. Like

[10℄, we de�ne that E and E

0

must both belong to

A.

We also forbid E and E

0

to be an i, be
ause a

pro
ess might have internal a
tions whi
h are not

expli
itly spe
i�ed. So if 
ommutation of a pair

of a
tions is to be spe
i�ed, they must be non-

anonymous on the parti
ular spe
i�
ation level, i.e.

their hiding (if any) postponed to a higher level.

Hen
eE andE

0


an only be anO and anO

0

. Un-

like [10℄, we do not insist that they must be di�er-

ent. However, if they are, their 
ommutationmeans

that they may as well be exe
uted 
on
urrently.

3.1.3. Early aging

Without weak sequen
ing, a � step of aB results

in aging of all its initial events. In the presen
e

of weak sequen
ing, it might happen that some

initial events of a B are logi
ally enabled, and thus

start aging, earlier than the others, implying that �

needs to be furnishedwith information on the kinds

of events of B that it ages. Hen
e we supers
ribe �

with a set 
on
isely listing the events.

It turns out that the set 
an be simply a sub-

set of A, whi
h we shall denote by �. This is be-


ause whenever aging is allowed for one kind of

non-a

elerable events, it is also allowed for all the

other kinds, in
luding i. Hen
e if the set is to in-

di
ate aging for events of some kind T , it suÆ
es

that it 
ontains i. In the enhan
ed semanti
s, we

shall even employ �

;

steps.

Before we pro
eed, let us emphasize that for an

independent B, one is, as with the original seman-

ti
s, interested only in its E and �

A

(i.e. the ordi-

nary �) steps. However, su
h a step of a B often


onsists of various steps of its subpro
esses, where

a 
onstituent step is not ne
essarily an E or a �

A

.

3.1.4. Restri
ted use of waiting

With the possibility of early aging, the mean-

ing of \wait(t)" is no longer obvious. In a

\B;wait(t);B

0

", is it a non-overtakable pro
ess

between the termination of B and the start of B

0

,

or an additional delay for individual events in B

0

relatively to individual events in B? In the latter


ase, does it apply to all events of B

0

or only to its

initial events? What if the termination of B is also

delayed? To avoid the ambiguities, we de�ne that

a \wait(t)" may be used ex
lusively for delaying

an individual a
tion, i.e. as a pre�x of a \G", a

\G�t

0

", an \i" or a \signal S".

With the above restri
tion, one 
an no longer di-

re
tly use waiting for delaying a T . Fortunately, a

5



T is never in a de
isive position, implying that it


an be without a problem pre�xed with an auxil-

iary delayed i implementing the desired delay for

T .

3.1.5. Pro
ess intentions

Let F , from a universe F , denote a parti
ular

form of pro
ess termination. An F 
an be an ", de-

noting non-termination (e.g. be
ause of an in�nite

run, a deadlo
k or a premature time blo
k), or a

T . Let � denote a subset of F .

For a B, let I(B) denote its 
urrent intentions.

If I(B) is an \f(F;�

F

)j(F 2 �)g", this means that

B intends to 
on
lude by one of the terminations

listed in �, where for ea
h F in �, �

F

lists the

a
tions potentially pre
eding F in B.

In the semanti
s we propose, 
omputation of

the possible future events of a 
omposite pro
ess

is stri
tly 
ompositional, to keep its 
omplexity

within reasonable limits. Consequently, the 
om-

putation does not always give pre
ise results. In

parti
ular, a � without " does not imply that the

pro
ess will a
tually rea
h a T in �. It might as

well deadlo
k, be
ause of insuÆ
ient 
o-operation

or a premature time blo
k of its subpro
esses or

of its environment. However, it is se
ured that the

pro
ess will not rea
h a T outside �, or pre
ede

an F in � by an A not in �

F

, or enter a trivially

preventable deadlo
k. The des
ribed poli
y is the

same as the one embedded in [10℄.

The 
urrent intentions of a B are important for

early aging of a
tions in the handlers of its termi-

nations. Let O be an a
tion in a B

0

spe
i�ed as the

handler of a termination T in a B. Early aging of

O must be 
onsidered as soon as B enters a state

in whi
h T is in � and every member of �

T

is by

the spe
i�
ation an a
tion whi
h a
tions O in B

0

are allowed to overtake.

3.1.6. Commitments

By exe
uting an auxiliary step \f(F;�

F

)j(F 2

�)g", a B restri
ts its future behaviour as mu
h

as ne
essary to be
ome a pro
ess with intentions

\f(F;�

F

)j(F 2 �)g". For an elementary pro
ess,

the only legal way of deleting a possible run is to

refuse exe
ution of a non-urgent a
tion. A 
om-

mitment made by a 
omposite pro
ess will in all


ases be implemented simply as suitable 
ommit-

ments of its 
onstituents [10℄, where we shall try

to keep the 
onstituent 
ommitments as mild as

possible. When minimization or maximization is

required for a parti
ular set, that will be indi
ated

by \min" or \max", respe
tively.

Commitments are ne
essary in a

elerated a
-

tion exe
ution. Whenever an O dire
tly or indi-

re
tly guarded by a B is exe
uted before B ter-

minates in a way justifying the a
tion, B must si-

multaneously make a 
ommitment restri
ting its

future behaviour to the runs legalizing the O [10℄.

If B then exe
utes su
h a run, but unexpe
tedly

deadlo
ks, this is, like in [10℄, not 
onsidered a 
aw.

Su

essive a

elerated a
tion exe
utions might re-

quire B to make more and more restri
tive 
om-

mitments.

3.2. Enhan
ed semanti
s of individual pro
ess

types

3.2.1. Time blo
k

A B spe
i�ed as \blo
k" behaves as de�ned in

Fig. 16.

I(blo
k)

def

= f("; ;)g blo
k

�

�

�! blo
k [� 6= A℄ (TB1)

blo
k

f(";;)g

�! blo
k (TB2)

Fig. 16. Additional rules for time blo
k.

B 
an parti
ipate in aging, but not in the ordi-

nary (non-sele
tive) aging �

A

(TB1).

B 
an 
ommit to its 
urrent behaviour (TB2).

3.2.2. Ina
tion

A B spe
i�ed as \stop" behaves as de�ned in

Fig. 17.

I(stop)

def

= f("; ;)g stop

�

�

�! stop (IN1')

stop

f(";;)g

�! stop (IN2)

Fig. 17. Modi�ed and additional rules for ina
tion.

Rule IN1' is an analogue of rule IN1 in Fig. 1

and de�nes that B 
an parti
ipate in aging of any

kind, parti
ularly in steps �

A

.

B 
an 
ommit to its 
urrent behaviour (IN2).

6



3.2.3. Su

essful termination

A B spe
i�ed as \null" behaves as de�ned in

Figs. 2 and 18.

I(null)

def

= f(Æ; ;)g null

�

�

�! null [� 6= A℄ (TM2)

null

f(Æ;;)g

�! null (TM3)

Fig. 18. Additional rules for su

essful termination

B 
an exe
ute a Æ and then blo
k (TM1).

B 
an parti
ipate in aging, but not in the ordi-

nary aging �

A

(TM2).

B 
an 
ommit to its 
urrent behaviour (TM3).

3.2.4. Internal a
tions

A B spe
i�ed as \i" behaves as de�ned in Figs. 4

and 19.

I(i)

def

= f(Æ; fig)g i

�

�

�! i [i 62 �℄ (IA2) i

f(Æ;fig)g

�! i (IA3)

Fig. 19. Additional rules for an internal a
tion.

B 
an exe
ute an i and be
ome a \null" (IA1).

B 
an parti
ipate in aging, but only as long as

it does not in
lude aging of i, as �

A

does (IA2).

B 
an 
ommit to its 
urrent behaviour (IA3).

3.2.5. Signals

A B spe
i�ed as a \signal S" behaves as de�ned

in Fig. 20.

I(signal S)

def

= f(Æ; fSg)g

signal S

S

�! null (SG1')

signal S

�

�

�! signal S [S 62 �℄ (SG2)

signal S

f(Æ;fSg)g

�! signal S (SG3)

Fig. 20. Modi�ed and additional rules for a signal.

Rule SG1' is an analogue of rule SG1 in Fig. 5

and de�nes that B 
an exe
ute an S and be
ome

a \null".

B 
an parti
ipate in aging, but only as long as

it does not in
lude aging of S, as �

A

does (SG2).

B 
an 
ommit to its 
urrent behaviour (SG3).

3.2.6. Ex
eptions

A B spe
i�ed as a \raiseX" behaves as de�ned

in Figs. 10 and 21.

B 
an exe
ute an X and then blo
k (EX1).

I(raise X)

def

= f(X; ;)g

raise X

�

�

�! raise X [� 6= A℄ (EX2)

raise X

f(X;;)g

�! raise X (EX3)

Fig. 21. Additional rules for an ex
eption.

B 
an parti
ipate in aging, but not in the ordi-

nary aging �

A

(EX2).

B 
an 
ommit to its 
urrent behaviour (EX3).

3.2.7. Untimed gate a
tions

A B spe
i�ed as a \G" behaves as de�ned in

Fig. 22 and by rule UG1 in Fig. 6.

I(G)

def

= f(Æ; fGg); ("; ;)g I(!G)

def

= f(Æ; fGg)g

G

�

�

�! G (UG2') !G

G

! null (!UG1)

G

f(Æ;fGg);(";;)g

�! G (UG3) !G

�

�

�!!G (!UG2')

G

f(";;)g

�! stop (UG4) !G

f(Æ;fGg)g

�! !G (!UG5)

G

f(Æ;fGg)g

�! !G (UG5)

Fig. 22. Modi�ed and additional rules for an untimed gate

a
tion.

B 
an exe
ute a G and be
ome a \null" (UG1).

Rule UG2' is an analogue of rule UG2 in Fig. 6

and de�nes that B 
an parti
ipate in aging of any

kind, parti
ularly in steps �

A

. B 
an even idle for

ever.

B 
an 
ommit to its 
urrent behaviour (UG3).

B 
an 
ommit to refuse G (UG4).

B 
an 
ommit to exe
ution of G, thereby redu
-

ing to pro
ess \!G" unable to 
ommit to refusal of

G (UG5).

3.2.8. Timed gate a
tions

A B spe
i�ed as a \G�t" behaves as de�ned in

Fig. 24 and by rule TG1 in Fig. 7. In Fig. 24, rules

TG2' and TG3', respe
tively, are analogues of rules

TG2 and TG3 in Fig. 7.

If immediate exe
ution of G is spe
i�ed, B 
an

exe
ute a G and be
ome a \null" (TG1).

Rules TG2', TG3' and TG4 de�ne that B 
an

parti
ipate in aging of any kind, parti
ularly in

steps �

A

. B 
an even idle for ever. A time step

in
uen
es B only if it in
ludes aging of a
tions

G. If the timer has already expired, B be
omes a

7



I(B

1

[℄B

2

)

def

= f(F;�

F

)j(F 2 �)g where 8i 2 f1; 2g:(f(F;�

i

F

)j(F 2 �

i

)g := I(B

i

)) ;

8(fi; jg = f1; 2g):(�

0

i

:= fF j(F 2 �

i

) ^ ((F 6= ") _ (�

i

F

6= ;) _ (" 2 �

j

))g)

� = �

0

1

[ �

0

2

; 8F 2 �:(�

F

= fAj9i 2 f1; 2g:((F 2 �

0

i

) ^ ((A 2 �

i

F

) _ ((A = i) ^ (F 6= ") ^ (�

i

F

= ;))))g)

B

i

X

!

B

1

[℄B

2

i

! raise X

[i 2 f1; 2g℄ (CH2')

8i 2 f1; 2g:B

i

�

�

�! B

0

i

B

1

[℄B

2

�

�

�! B

0

1

[℄B

0

2

(CH3')

8i 2 f1; 2g:B

i

f(F;�

i

F

)j(F2�

i

)g

�! B

0

i

B

1

[℄B

2

f(F;�

F

)j(F2�)g

�! B

0

1

[℄B

0

2

�

f(F;�

F

)j(F 2 �)g = I(B

0

1

[℄B

0

2

)

8i 2 f1; 2g:(max(�

i

\ �) ^ 8F 2 �

i

:max(�

i

F

))

�

(CH4)

Fig. 23. Modi�ed and additional rules for 
hoi
e.

I(G�t)

def

= f(Æ; fGg); ("; ;)g

G�0

�

�

�! stop [G 2 �℄ (TG2')

G�d

�

�

�! G�(d� 1) [G 2 �℄ (TG3')

G�t

�

�

�! G�t [G 62 �℄ (TG4)

G�t

f(Æ;fGg);(";;)g

�! G�t (TG5)

G�t

f(";;)g

�! stop (TG6)

G�t

f(Æ;fGg)g

�! !G�t (TG7)

I(!G�t)

def

= f(Æ; fGg)g

!G�0

G

! null (!TG1)

!G�0

�

�

�! stop [G 2 �℄ (!TG2')

!G�d

�

�

�!!G�(d� 1) [G 2 �℄ (!TG3')

!G�t

�

�

�!!G�t [G 62 �℄ (!TG4)

!G�t

f(Æ;fGg)g

�! !G�t (!TG7)

Fig. 24. Modi�ed and additional rules for a timed gate

a
tion.

\stop" (TG2'). If the timer has not yet expired, it

is de
reased (TG3').

B 
an 
ommit to its 
urrent behaviour (TG5).

B 
an 
ommit to refuse G (TG6).

B 
an 
ommit to exe
ution of G, thereby redu
-

ing to pro
ess \!G�t" unable to 
ommit to refusal

of G (TG7).

3.2.9. Waiting

A B spe
i�ed as a \wait(t);B

1

", where we

assume that B

1

is an \i", a \signal S", a \G"

or a \!G", behaves as de�ned in Fig. 25, while a

`wait(t);G�t

0

" and a \wait(t); !G�t

0

" are equiva-

lent to \G�(t+t

0

)" and \!G�(t+t

0

)", respe
tively.

In Fig. 25, rules WT1' and WT2', respe
tively, are

analogues of rules WT1 and WT2 in Fig. 3.

I(wait(t);B

1

)

def

= I(B

1

)

B

1

A

! B

0

1

wait(0);B

1

A

! B

0

1

(WT1')

B

1

�

�

�! B

0

1

wait(0);B

1

�

�

�! B

0

1

(WT4)

B

1

A

!

wait(d);B

1

�

�

�! wait(d� 1);B

1

[A 2 �℄ (WT2')

B

1

A

!

wait(d);B

1

�

�

�! wait(d);B

1

[A 62 �℄ (WT3)

B

1

f(F;�

F

)j(F2�)g

�! B

0

1

wait(t);B

1

f(F;�

F

)j(F2�)g

�! wait(t);B

0

1

(WT5)

Fig. 25. Modi�ed an additional rules for waiting.

If the delay is 0, B 
an exe
ute the a
tion spe
-

i�ed by B

1

(WT1').

If the delay is non-zero, B 
an parti
ipate in

aging of any kind. If the aging in
ludes aging of

the a
tion spe
i�ed by B

1

, the delay is de
reased

(WT2'), otherwise it is not (WT3).

If the delay is 0, aging ofB is aging ofB

1

(WT4).

B 
an 
ommit to parti
ular terminations and

to parti
ular a
tions pre
eding them so that B

1

makes the 
ommitment (WT5).

3.2.10. Choi
e

A B spe
i�ed as a \B

1

[℄B

2

" behaves as de�ned

in Fig. 23 and by rule CH1 in Fig. 11. In Fig. 23,

rules CH2' and CH3', respe
tively, are analogues

of rules CH2 and CH3 in Fig. 11.

An A resolves the 
hoi
e in favour of its exe
utor

B

i

(CH1).
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I(trap T

1

jC

1

is B

1

: : : T

n

jC

n

is B

n

in B

n+1

)

def

= f(F;�

F

)j(F 2 �)g where

8i 2 f1; : : : ; (n+ 1)g:(f(F;�

i

F

)j(F 2 �

i

)g := I(B

i

)) ; � = ([

(i2f1;::: ;ng)^(T

i

2�

n+1

)

�

i

) [ (�

n+1

nfT

1

; : : : ; T

n

g) ;

8F 2 �:(�

F

= fAj(9i 2 f1; : : : ; ng:((T

i

2 �

n+1

) ^ (F 2 �

i

) ^ (A 2 (�

n+1

T

i

[ �

i

F

))))_

((F 2 (�

n+1

nfT

1

; : : : ; T

n

g)) ^ (A 2 �

n+1

F

))g)

B

n+1

E

! B

0

n+1

trap T

1

jC

1

is B

1

: : : T

n

jC

n

is B

n

in B

n+1

E

! trap T

1

jC

1

is B

1

: : : T

n

jC

n

is B

n

in B

0

n+1

[E 62 fT

1

; : : : ; T

n

g℄ (TP1')

B

n+1

T

i

! ; B

i

E

! B

0

i

trap : : : T

i

jC

i

is B

i

: : : in B

n+1

E

! B

0

i

(TP2')

B

n+1

T

i

! ; B

i

�

�

�! B

0

i

trap : : : T

i

jC

i

is B

i

: : : in B

n+1

�

�

�! B

0

i

(TP4')

8i 2 f1; : : : ; ng:B

n+1

T

i

6�! ; 8i 2 f1; : : : ; (n+ 1)g:B

i

�

�

i

�! B

0

i

trap T

1

jC

1

is B

1

: : : T

n

jC

n

is B

n

in B

n+1

�

�

n+1

�! trap T

1

jC

1

is B

0

1

: : : T

n

jC

n

is B

0

n

in B

0

n+1

2

6

6

4

f(F;�

F

)j(F 2 �)g := I(B

n+1

)

8i 2 f1; : : : ; ng:

(�

i

= fOj(O 2 �

n+1

) ^ (T

i

2 �)^

8A 2 �

T

i

:((A;O) 2 C

i

)g)

3

7

7

5

(TP3')

B

n+1

T

i

6! ; B

n+1

f(T

i

;�)g

�! B

0

n+1

; B

i

O

! B

0

i

trap : : : T

i

jC

i

is B

i

: : : in B

n+1

O

! trap T

i

jC

i

is B

0

i

in B

0

n+1

�

8A 2 �:((A;O) 2 C

i

)

max(�)

�

(TP5)

8i 2 f1; : : : ; (n+ 1)g:B

i

f(F;�

i

F

)j(F2�

i

)g

�! B

0

i

trap T

1

jC

1

is B

1

: : : T

n

jC

n

is B

n

in B

n+1

f(F;�

F

)j(F2�)g

�! trap T

1

jC

1

is B

0

1

: : : T

n

jC

n

is B

0

n

in B

0

n+1

2

4

f(F;�

F

)j(F 2 �)g =

I(trap T

1

jC

1

is B

0

1

: : : T

n

jC

n

is B

0

n

in B

0

n+1

)

8i 2 f1; : : : ; (n+ 1)g:(max(�

i

) ^ 8F 2 �

i

:max(�

i

F

))

3

5

(TP6)

Fig. 26. Enhan
ed semanti
s of trapping.

When one of the alternatives has an X pending,

B 
an exe
ute an i leading to ex
eptional termina-

tion X (CH2').

Aging of B requires that both alternatives age

in the parti
ular manner (CH3').

Rule CH4 de�nes how B 
ommits to parti
u-

lar terminations and to parti
ular events pre
ed-

ing them. Su
h a 
ommitment might redu
e an al-

ternative to su
h an extent that it 
an no longer

be
ome the sele
ted one.

Example 1 Commitment \f(Æ;G

1

)g" redu
es

pro
ess \G

1

[℄G

2

" to \!G

1

[℄stop", whi
h is with

respe
t to E and �

A

steps equivalent to \G

1

".

3.2.11. Trapping

Trapping (Fig. 8) is the main sequen
ing opera-

tor of basi
 E-LOTOS. In Fig. 26, it is generalized

into \trap T

1

jC

1

is B

1

: : : T

n

jC

n

is B

n

in B

n+1

",

where for ea
h T

i

, C

i

lists the pairs (O;O

0

) su
h

that a
tions O

0

in B

i

are allowed to overtake a
-

tionsO inB

n+1

pro
eeding towardsT

i

. The default

C

i

is empty, as for example in the 
ase of \B

1

;B

2

".

In Fig. 26, rules TP1' to TP4', respe
tively, are

analogues of rules TP1 to TP4 in Fig. 8.

If B

n+1

exe
utes a non-trapped E, this has no

side-e�e
ts (TP1').

If B

n+1

has rea
hed a trapped termination T

i

,

any step of B

i

, either an E (TP2') or a �

�

(TP4'),

transfers 
ontrol to the handler of T

i

.

As long as B

n+1

does not rea
h a trapped termi-

nation, the 
omposite pro
ess B ages so that B

n+1

ages, i.e. exe
utes a �

�

n+1

(TP3'). Besides, for ea
h

parti
ular O, it might be that the fa
t that O is in

�

n+1

, i.e. that the step in
ludes aging of the initial

O in B, implies not only that it in
ludes aging of

the initial O in B

n+1

, but also of the initial O in

one or more of the termination handlers B

i

. Early

aging applies to an initial O of a B

i

provided that

T

i

is a potential termination of B

n+1

and that it

is obvious that B

n+1

will not be pre
ede T

i

by an

a
tion not overtakable by O.

It might be that B

n+1

has several potential ter-

minations, where early aging in a termination han-

dler B

i

does not imply that T

i

will a
tually be the

sele
ted termination of B

n+1

. However, early ag-

ing is important, be
ause when a parti
ular T

i

is

sele
ted, its handler B

i

must be in a state in whi
h

it is known that some of its a
tions were logi
ally

9



I(par D in [�

1

℄B

1

jj : : : jj [�

n

℄B

n

)

def

= f(F;�

F

)j(F 2 �)g where 8i 2 f1; : : : ; ng:(f(F;�

i

F

)j(F 2 �

i

)g := I(B

i

)) ;

� = fF j((F = Æ) ^ 8i 2 f1; : : : ; ng:(F 2 �

i

)) _ ((F 2 X ) ^ 9i 2 f1; : : : ; ng:(F 2 �

i

))_

((F = ") ^ (9i 2 f1; : : : ; ng:(" 2 �

i

)) ^ 8i 2 f1; : : : ; ng:((" 2 �

i

) _ (Æ 2 �

i

)))g ;

8F 2 �:(�

F

= fAj((F 2 X ) ^ (A = i))_

9k 2 f1; : : : ; ng;� � f1; : : : ; ng:

((F 2 �

k

) ^ Exe
(A;�;D;�

1

; : : : ;�

n

)^

8i 2 �:(((i = k) ^ (A 2 �

i

F

))_

((i 6= k) ^ 9F

0

2 �

i

:((A 2 �

i

F

0

) ^ ((F

0

= Æ) _ ((F 6= Æ) ^ ((F

0

= ") _ (F 6= "))))))))g)

B

i

X

!

par D in : : : jj [�

i

℄B

i

jj : : :

i

! raise X

(PR2')

8i 2 �:B

i

�

�

�! B

0

i

; 8i 2 (f1; : : : ; ngn�):B

i

Æ

!

par D in [�

1

℄B

1

jj : : : jj [�

n

℄B

n

�

�

�! par D in [�

1

℄B

0

1

jj : : : jj [�

n

℄B

0

n

�

; � � � f1; : : : ; ng

8i 62 �:(B

0

i

= null)

�

(PR4')

8i 2 f1; : : : ; ng:B

i

f(F;�

i

F

)j(F2�

i

)g

�! B

0

i

par D in [�

1

℄B

1

jj : : : jj [�

n

℄B

n

f(F;�

F

)j(F2�)g

�! par D in [�

1

℄B

0

1

jj : : : jj [�

n

℄B

0

n

2

6

6

6

6

4

f(F;�

F

)j(F 2 �)g = I(par D in [�

1

℄B

0

1

jj : : : jj [�

n

℄B

0

n

)

(Æ 2 �)) 8k 2 f1; : : : ; ng;G 2 (�

k

Æ

\ �

k

):9� � f1; : : : ; ng:

((k 2 �) ^ Exe
(G;�; D;�

1

; : : : ;�

n

)^

8i 2 �:(G 2 �

i

Æ

))

8i 2 f1; : : : ; ng:(max(�

i

) ^ 8F 2 �

i

:max(�

i

F

))

3

7

7

7

7

5

(PR5)

Fig. 27. Modi�ed and additional rules for parallel 
omposition.

enabled, and 
onsequently started to age, already

at parti
ular times before T

i

.

Example 2 In

\trap Æj(G

1

; G

2

) is G

2

�1[℄G

3

�1 in G

1

�1", G

2

is logi
ally enabled (i.e. ages) from the beginning,

while G

3

only afterG

1

. Hen
e a �

A

redu
es the pro-


ess to \trap Æj(G

1

; G

2

) isG

2

�0[℄G

3

�1 inG

1

�0".

A possible next step is G

2

further redu
ing the pro-


ess to \trap Æj(G

1

; G

2

) is null in !G

1

�0".

As long as B

n+1

does not rea
h a trapped ter-

mination, it is possible that a termination handler

B

i

exe
utes an a

elerated O (TP5). This requires

thatB

n+1

simultaneously promises that it will pro-


eed towards T

i

, exe
uting only a
tions overtak-

able by O. In doing that, B

n+1

must maximize �,

the set of its possible future a
tions, i.e. restri
t

its future behaviour as little as possible. After the


ommitment, B

n+1


an no longer terminate with

a T di�erent from T

i

, hen
e trapping of su
h T is

no longer ne
essary.

Rule TP6 de�nes how B 
ommits to parti
ular

terminations and to parti
ular a
tions pre
ed-

ing them. Su
h a 
ommitment might be non-

deterministi
.

Example 3 In \trap Æj(G

1

; G

3

) is G

3

in B"

where B is

\trap X is G

1

[℄G

2

in ((G

1

; raise X)[℄G

1

)", G

3

may be exe
uted immediately, but only if B 
om-

mits to su

essfully terminate without exe
uting

G

2

. In doing that, B has the option to redu
e to

\trap X is G

1

[℄G

2

in ((stop; raise X)[℄!G

1

)", to

\trap X is !G

1

[℄stop in ((!G

1

; raise X)[℄G

1

)" or

to \trap X is !G

1

[℄stop in ((G

1

; raiseX)[℄!G

1

)".

The �rst of the three pro
esses is with respe
t to E

and �

A

steps equivalent to \G

1

", while the other

two are equivalent to \(G

1

;G

1

)[℄G

1

".

3.2.12. Parallel 
omposition

A B spe
i�ed as a \par D in [�

1

℄B

1

jj : : : jj

[�

n

℄B

n

" behaves as de�ned in Fig. 27 and by rules

PR1 and PR3 in Fig. 12. In Fig. 27, rules PR2' and

PR4', respe
tively, are analogues of rules PR2 and

PR4 in Fig. 12.

Rule PR1 de�nes how a subset of the 
on
urrent

pro
esses 
olle
tively exe
utes an a
tion.

When one of the 
on
urrent pro
esses has an X

pending, B 
an exe
ute an i leading to ex
eptional

termination X (PR2').

Su

essful termination ofB results from su

ess-

ful termination of its 
onstituents (PR3).

Aging of B requires that every its 
onstituent

whi
h has not yet rea
hed su

essful termination

ages in the parti
ular manner (PR4'). If B is ready

for su

essful termination, the rule implies that it


an age in any manner legal for a \null".

Example 4 In \trap Æj(G

1

; G

2

) is B in G

1

"

10



B

1

[XjC>B

2

def

= B

1

[XjC> (B

2

; B

2

)

I(B

1

[XjC>(B

2

; B

3

))

def

= f(F;�

F

)j(F 2 �)g where 8i 2 f1; 2; 3g:(f(F;�

i

F

)j(F 2 �

i

)g := I(B

i

)) ;

�

0

1

:= fF j(F 2 �

1

) ^ ((F 6= ") _ (" 2 �

2

) _ ((X 2 �

2

) ^ ((" 2 �

3

) _ (X 2 �

3

))))g ;

8i 2 f1; 2g:(�

0

i

:= fF j((i = 2) _ (X 2 �

2

)) ^ (F 2 (�

i

nfXg)) ^ ((F 6= ") _ (�

i

F

6= ;))g) ; � = �

0

1

[ �

0

2

[ �

0

3

;

8F 2 �:(�

F

= fAj(9i 2 f1; 2; 3g:((F 2 �

0

i

) ^ ((A 2 �

i

F

) _ ((A = i) ^ (F 6= ") ^ ((�

i

F

= ;) _ (i = 1))))))_

(9i 2 f1; 3g:((F 2 �

0

i

) ^ (X 2 �

2

) ^ ((A 2 �

2

X

) _ ((X 2 �

3

) ^ (A 2 �

3

X

)))))_

(9i 2 f2; 3g:((F 2 �

0

i

) ^ 9F

0

2 �

1

:(A 2 �

1

F

0

)))g)

B

1

A

! B

0

1

B

1

[XjC>(B

2

; B

3

)

A

! B

0

1

[XjC>(B

2

; B

3

)

(SR1')

B

1

Æ

!

B

1

[XjC>(B

2

; B

3

)

i

! null

(SR2')

B

1

X

0

!

B

1

[XjC>(B

2

; B

3

)

i

! raise X

0

(SR3')

B

2

A

! B

0

2

B

1

[XjC>(B

2

; B

3

)

A

! trap XjC is B

1

[XjC>B

3

in B

0

2

(SR4')

B

2

X

0

!

B

1

[XjC>(B

2

; B

3

)

i

! raise X

0

[X

0

6= X℄ (SR5')

B

1

�

�

�! B

0

1

; B

2

�

�

�! B

0

2

B

1

[XjC>(B

2

; B

3

)

�

�

�! B

0

1

[XjC>(B

0

2

; B

3

)

(SR6')

8i 2 f1; 2; 3g:B

i

f(F;�

i

F

)j(F2�

i

)g

�! B

0

i

B

1

[X>(B

2

; B

3

)

f(F;�

F

)j(F2�)g

�! B

0

1

[X>(B

0

2

; B

0

3

)

�

f(F;�

F

)j(F 2 �)g = I(B

0

1

[X>(B

0

2

; B

0

3

))

8i 2 f1; 2; 3g:(max(�

i

) ^ 8F 2 �

i

:max(�

i

F

))

�

(SR7)

Fig. 28. Enhan
ed semanti
s of suspend/resume.

where B is \G

2

�2jjjblo
k", G

2

is logi
ally enabled

from the beginning. Hen
e a �

A

redu
es the pro-


ess to \trap Æj(G

1

; G

2

) is G

2

�1jjjblo
k in G

1

",

where B exe
utes a �

O

, a

eptable for blo
k.

If the se
ond step is G

1

redu
ing the pro
ess to

\trap Æj(G

1

; G

2

) is G

2

�1jjjblo
k in null", there


annot be another �

A

, be
ause for B, this would be

a �

A

, una

eptable for blo
k.

Rule PR5 de�nes how B 
ommits to parti
u-

lar terminations and to parti
ular events pre
eding

them. As a �

X

always 
ontains i, the only useful


ommitments B 
an make are those towards Æ or ".

Note that although we strive for the mildest possi-

ble 
ommitments of the 
onstituent pro
esses, pre-

vention of an unexpe
ted deadlo
k requires that at

least when the pro
esses all 
ommit to pro
eed to-

wards su

essful termination, none of them plans

a
tions whi
h the 
ommitments of its peers render

trivially unexe
utable. In [10℄, this pre
aution is

also implemented to some extent, and is useful also

for prevention of non-deterministi
 
ommitments.

Example 5 In \trap Æj(G

1

; G

3

) is G

3

in B"

where B is \(G

1

[℄(G

1

;G

2

))j[G

2

℄j(G

1

[℄G

2

)", G

3

may be exe
uted immediately, but only if B 
om-

mits to su

essfully terminate without exe
uting

G

2

, thereby redu
ing to

\(!G

1

[℄(stop;G

2

))j[G

2

℄j(!G

1

[℄stop)", whi
h is with

respe
t to E and �

A

steps equivalent to \G

1

jjjG

1

".

Without deadlo
k prevention, B would have the

option to redu
e to

\(!G

1

[℄(stop;G

2

))j[G

2

℄j(!G

1

[℄G

2

)", to

\(!G

1

[℄(stop;G

2

))j[G

2

℄j(G

1

[℄!G

2

)", to

\(!G

1

[℄(G

1

; !G

2

)) j[G

2

℄j(!G

1

[℄stop)" or to

\(G

1

[℄(!G

1

; !G

2

))j[G

2

℄j(!G

1

[℄stop)". The last

two of the pro
esses are with respe
t to E

and �

A

steps equivalent to the deadlo
kable

\(G

1

[℄(G

1

; stop))jjjG

1

". As su
h, they do not suf-

�
iently justify a

elerated exe
ution of G

3

. In

the words of [10℄, B's permission for G

3

requires

that its both 
on
urrent 
onstituents issue su
h a

permission, i.e. 
ommit to su

essfully terminate

without exe
uting G

2

.

Note that the deadlo
k pends inB already before it

makes the 
ommitment. Still, if the sequen
ing was

strong, B would not have to issue the permission

before the danger of deadlo
k was over. With weak

sequen
ing, this is no longer true.

3.2.13. Suspend/resume

A B spe
i�ed as a \B

1

[X > B

2

" (Fig. 9) 
on-

tains impli
it trapping of X in B

2

. By generalizing

the trapping by a 
ommutation relation C, we in

11



I(rename R in B

1

)

def

= f(F;�

F

)j(F 2 �)g where

R(")

def

= " ; f(F;�

1

F

)j(F 2 �

1

)g := I(B

1

) ; � = fR(F )j(F 2 �

1

)g ;

8F 2 �:(�

F

= fAj9F

0

2 �

1

; A

0

2 �

1

F

0

:((F = R(F

0

)) ^ (A = R(A

0

)))g)

B

1

�

fAj(R(A)2�)g

�! B

0

1

rename R in B

1

�

�

�! rename R in B

0

1

(RN2')

B

1

f(F;�

1

F

)j(F2�

1

)g

�! B

0

1

rename R in B

1

f(F;�

F

)j(F2�)g

�! rename R in B

0

1

�

f(F;�

F

)j(F 2 �)g = I(rename R in B

0

1

)

max(�

1

) ; 8F 2 �

1

:max(�

1

F

)

�

(RN3)

Fig. 29. Modi�ed and additional rules for renaming.

Fig. 28 generalizeB into \B

1

[X jC>B

2

". In the �g-

ure, rules SR1' to SR6', respe
tively, are analogues

of rules SR1 to SR6 in Fig. 9. I(B

1

[X jC>(B

2

; B

3

))

is de�ned under the assumption that \B

1

[X jC >

(B

2

; B

3

)" represents a \B

0

1

[X jC>B

0

2

" or a deriva-

tive of it.

When B

1

exe
utes an A, this has no e�e
t on B

2

(SR1').

When B

1

has a T pending, B 
an exe
ute an i

leading to termination T , that might be su

essful

(SR2') or ex
eptional (SR3').

WhenB

2

exe
utes anA,B

1

is suspended (SR4').

When B

2

has anX

0

di�erent fromX pending, B


an exe
ute an i leading to ex
eptional termination

X

0

(SR5').

Aging of B requires that B

1

and B

2

both age in

the parti
ular manner (SR6').

Rule SR7 de�nes how B 
ommits to parti
u-

lar terminations and to parti
ular events pre
ed-

ing them. Su
h a 
ommitment might redu
e B

1

,

B

2

or B

3

to su
h an extent that it 
an no longer

terminate B, or B

2

or B

3

to su
h an extent that it


an no longer suspend B

1

or no longer fa
ilitates

its resumption after a suspension.

The primarily intended appli
ation of C is to

spe
ify that someO in a suspendedB

1

are resumed

beforeB

1

as a whole is resumed. If anO is resumed

immediately upon suspension of B

1

, it is as if O

had not been suspended at all, implying that C


an help in spe
ifying that some a
tions in B

1

are

non-suspendable (e.g. be
ause of their parti
ular

importan
e).

Example 6 In

\(G

1

jjjG

2

)[X j(G

4

; G

1

)>(G

3

;G

4

; raise X)", a G

3

leads to an equivalent of

\trap X j(G

4

; G

1

) is

(G

1

jjjG

2

)[X j(G

4

; G

1

)>(G

3

;G

4

; raise X)

in (G

4

; raise X)", with a possible a

elerated G

1

leading to an equivalent of

\trap X j(G

4

; G

1

) is

G

2

[X j(G

4

; G

1

)>(G

3

;G

4

; raise X)

in (!G

4

; raise X)", as if G

1

has not been sus-

pended. On the other hand, exe
ution of G

2

is not

resumed until X is raised after G

4

.

With the help of C, one 
an also a
hieve that af-

ter suspension ofB

1

, someO in the next instan
e of

B

2

o

ur before the 
urrent instan
e of B

2

rea
hes

termination X , implying that C 
an help in spe
-

i�
ation of in�nite sequen
es of partially overlap-

ping instan
es of B

2

. As for a suspended B

1

, it is

not resumed until all the a
tivated instan
es of B

2

have rea
hed X .

Example 7 In

\G

1

[X j(G

3

; G

2

)> (G

2

;G

3

; raise X)", a G

2

leads

to an equivalent of

\trap X j(G

3

; G

2

) is

G

1

[X j(G

3

; G

2

)>(G

2

;G

3

; raise X)

in (G

3

; raise X)", with a possible a

elerated G

2

leading to an equivalent of

\trap X j(G

3

; G

2

) is

trap X j(G

3

; G

2

) is

G

1

[X j(G

3

; G

2

)>(G

2

;G

3

; raise X)

in (G

3

; raise X)

in (!G

3

; raise X)", with a possible G

3

leading to

an equivalent of

\trap X j(G

3

; G

2

) is

G

1

[X j(G

3

; G

2

)>(G

2

;G

3

; raise X)

in (G

3

; raiseX)", with a possibleG

3

leading to an

equivalent of \G

1

[X j(G

3

; G

2

)>(G

2

;G

3

; raiseX)".

3.2.14. Renaming

A B spe
i�ed as a \rename R in B

1

", where

ea
h element in the list R is of the form \G is G

0

",

\S isS

0

" or \X isX

0

", behaves as de�ned in Fig. 29

and by rule RN1 in Fig. 13.

B 
an exe
ute any event of B

1

, though renamed

as spe
i�ed by R (RN1).

Rule RN2', an analogue of rule RN2 in Fig. 13,

12



if (E 2 
) then (En


def

= i) else (En


def

= E)

I(hide 
 in B

1

)

def

= f(F; fAn
j(A 2 �

F

)g)j(F 2 �)g where f(F;�

F

)j(F 2 �)g := I(B

1

)

B

1

E

! B

0

1

hide 
 in B

1

En


�! hide 
 in B

0

1

(HD1')

B

1

�

fAj(An
2�)g

�! B

0

1

; 8G 2 (� \ 
):B

1

G

6!

hide 
 in B

1

�

�

�! hide 
 in B

0

1

(HD2')

B

1

f(F;�

1

F

)j(F2�)g

�! B

0

1

hide 
 in B

1

f(F;�

F

)j(F2�)g

�! hide 
 in B

0

1

�

f(F;�

F

)j(F 2 �)g = I(hide 
 in B

0

1

)

8F 2 �:max(�

1

F

)

�

(HD3)

Fig. 30. Modi�ed and additional rules for hiding.

de�nes that aging of B requires that all the in-

volved a
tions age under their original names.

Rule RN3 de�nes how B 
ommits to parti
u-

lar terminations and to parti
ular events pre
eding

them.

3.2.15. Hiding

Let 
 denote a subset of O. A B spe
i�ed as a

\hide 
 in B

1

" behaves as de�ned in Fig. 30. In

the �gure, rules HD1' and HD2', respe
tively, are

analogues of rules HD1 and HD2 in Fig. 14.

B 
an exe
ute any event of B

1

, though hidden if

it belongs to 
 (HD1').

Aging of B requires that all the involved a
tions

age under their original names (HD2').

Rule HD3 de�nes how B 
ommits to parti
u-

lar terminations and to parti
ular events pre
eding

them.

3.2.16. Pro
ess instantiation

A B spe
i�ed as a \P" de�ned by a de
laration

\P is B

1

" behaves as de�ned in Fig. 31 and by

rule PI1 in Fig. 15. Let us note that in E-LOTOS,

de
laration of a P is always a

ompanied by de
la-

ration of G(P ) listing its potential G and by X (P )

listing its potential X . With the enhan
ed seman-

ti
s of P , one would also de
lare S(P ) listing its

potential S.

In prin
iple, the events of B are supposed to be

the events of B

1

(PI1). However, if P is dire
tly

or indire
tly instantiated in B

1

and the instanti-

ation is not suÆ
iently guarded, rule PI1 might

for a parti
ular E lead to an in�nite proof of exe-


utability, implying that B will not be able to exe-


ute E. Weak sequen
ing makes the problem even

more a
ute [10℄.

I(P )

def

= f(F;�

F

)j(F 2 �)g where

P is B

1

; f(F;�

F

)j(F 2 �)g = I(B

1

) ;

max(� \ f"g) ; min(�nf"g) ; 8F 2 �:min(�

F

)

B

1

�

�

�! B

0

1

P

�

�

�! B

0

1

�

P is B

1

(� \ (G(P ) [ S(P ) [ fig)) 6= ;

�

(PI2')

P

�

�

�! P [(� \ (G(P ) [ S(P ) [ fig)) = ;℄ (PI3)

B

1

f(F;�

F

)j(F2�)g

�! B

0

1

P

f(F;�

F

)j(F2�)g

�! B

0

1

2

6

6

6

6

4

P is B

1

f(F;�

F

)j(F 2 �)g 6= I(P )

f(F;�

F

)j(F 2 �)g = I(B

0

1

)

8F 2 �:9(F;�

0

F

) 2 I(P ):

(�

F

� �

0

F

)

3

7

7

7

7

5

(PI4)

P

I(P )

�! P (PI5)

Fig. 31. Modi�ed and additional rules for pro
ess instan-

tiation.

Rule PI2' is an analogue of rule PI2 in Fig. 15

and de�nes that P in prin
iple ages exa
tly as B

1

.

However, as there is again the problem of in�nite

proofs, the trivial 
ase of aging known to have no

impa
t on B is 
overed by a separate rule PI3.

B in prin
iple 
ommits to parti
ular termina-

tions and to parti
ular a
tions pre
eding them ex-

a
tly as B

1

(PI4). However, as there is again the

problem of in�nite proofs, the trivial 
ase where B


ommits to its 
urrent behaviour is 
overed by a

separate rule PI5.

Computing the intentions I(P ) of individual P

in a parti
ular system spe
i�
ation, one 
olle
ts all

the semanti
 rules applying to pro
esses of the sys-

tem and 
omputes I(P ) simultaneously satisfying

all of them. A parti
ular T is in
luded into � of a

parti
ular I(P ) only if this proves ne
essary, and

the same applies to in
lusion of a parti
ular A in a

parti
ular �

F

. On the other hand, " is in
luded in a

parti
ular I(P ) whenever possible, parti
ularly in
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the 
ase of unguarded re
ursion, whi
h is thereby


orre
tly interpreted as non-termination.

Example 8 If \P is signalS", I(P ) is f(Æ; fSg)g,

be
ause it must be equal to I(signal S).

If \P is signal S;P" or if \P is signal SjjjP",

I(P ) is f("; fSg)g, be
ause no T needs to be in �,

while " 
an and hen
e must.

4. Some guidelines for weak sequen
ing in

full E-LOTOS

It seems that embedding of weak sequen
ing into

full E-LOTOS 
an follow the same prin
iples as for

dis
rete-time basi
 E-LOTOS, with the following

enhan
ements:

Every observable a
tion O is a G(�) or an S(�),

where � is the asso
iated data. In the following, let

Q denote a G or an S, and U an i or a Q.

A gate a
tion is spe
i�ed by a \G���

0

[�℄" de-

noting any G(�) su
h that � mat
hes pattern �,

its exe
ution time t mat
hes pattern �

0

, and the

pair (�; �

0

) satis�es the additional 
ondition �. In

other words, su
h a pro
ess denotes 
hoi
e between

various adequate O�t. When the 
hoi
e needs to

be restri
ted to justify a

elerated exe
ution of a

subsequent a
tion, the pro
ess 
an make the 
om-

mitment simply by strengthening �.

In the trapping operator (Se
t. 3.2.11), it might

be ne
essary that a 
ommutation relation C

i

is

very large or even in�nite. Su
h a C

i


an be eÆ-


iently spe
i�ed by a list of elements of the form

\(Q(�); Q

0

(�

0

))[�℄". A
tions Q

0

(�

0

) in B

i

may

overtake a
tions Q(�) in B

n+1

provided that the

list 
ontains a \(Q(�); Q

0

(�

0

))[�℄" su
h that �

mat
hes pattern �, �

0

mat
hes pattern �

0

, and the

pair (�; �

0

) satis�es the additional 
ondition �.

Su
h en
oding is appropriate also for the C of the

suspend/resume operator.

Every T is a Æ(�) or an X(�). In the following,

let Z denote a Æ or an X , and Y an " or a Z.

In the trapping operator, when a Z

i

is trapped

and handled by B

i

, the free variables of B

i

are,

as spe
i�ed, instantiated with the data � asso-


iated with Z

i

. In a general 
ase, B

n+1


hooses

between many di�erent �. The 
onsequently large

I(B

n+1

) 
an be eÆ
iently represented by an

\f(Y (�

Y

)[�

Y

℄; �

Y

)j(Y 2 �)g". An Y (�) (if Y is ",

� is by de�nition void) is a possible termination

of B

n+1

if Y is in � and � mat
hes pattern �

Y

and satis�es the additional 
ondition �

Y

. A U(�

0

)

(if U is i, �

0

is by de�nition void) is a possible

prede
essor of su
h an Y (�) if in �

Y

, there is a

\U(�)[�℄" su
h that �

0

mat
hes � and the pair

(�; �

0

) satis�es the additional 
ondition �.

For ea
h Z

i

potentially trapped in a B

n+1

, the


urrent intentions of B

n+1

imply an additional re-

stri
tion on the free variables of B

i

, the handler of

Z

i

. As the restri
tion in
uen
es the ability of B

i

for early aging and for a

elerated a
tion exe
u-

tion, it must be updated upon every step of B

n+1

,

while in the standard E-LOTOS, it need not be


omputed until B

n+1

a
tually rea
hes Z

i

.

If the time domain is dense, a time step is a

\d

�

", where d denotes its length and � the a
tions

to whi
h the aging applies. As � might be large or

even in�nite, it requires an eÆ
ient en
oding, as a

list of elements of the form \U(�)[�℄". d

A

denotes

the ordinary time step of length d, while time steps

of other kinds represent sele
tive early aging.

In the trapping operator, if at a time t, B

n+1

initiates a time step of length d, it is required that

I(B

n+1

) is the same at all times t

0

with (t � t

0

<

(t+d)). Besides, ea
h termination handlerB

i

must

be able to exe
ute its 
orresponding early-aging

step d

�

i

. If this is not the 
ase, the time step must

be adequately shortened. In a rare anomalous 
ase,

no suÆ
iently short step exists, but this is the usual

problem with the interleaving semanti
s for dense

time [6℄.

5. Con
luding remarks

In the paper, we have enhan
ed the E-LOTOS

trapping operator (and the trapping embedded in

the E-LOTOS suspend/resume operator) with the

possibility of spe
ifying that 
onse
utive pro
esses

may partially overlap. Developing the enhan
ed se-

manti
s, we had to introdu
e four new 
on
epts:

non-trappable signals, early aging of a
tions, in-

tention reporting and pro
ess 
ommitments. We

also had to restri
t the use of waiting. With the

proposed semanti
s, we have su

essfully extended
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the ideas of [10℄ to real-time pro
esses and to pro-


esses with more that one possible dire
tion of se-

quential 
ontrol transfer.

We 
on
lude by summarizing that the proposed

enhan
ements of E-LOTOS would help in the fol-

lowing very frequent situations:

{ When some a
tions of otherwise 
onse
utive

pro
esses belong to di�erent lo
ations of a dis-

tributed system, it is appropriate to spe
ify that

they are naturally 
on
urrent, to emphasize

that the pro
ess sequen
ing in its strong form

is not trivially implementable in the parti
ular

system.

{ When some a
tions of otherwise 
onse
utive pro-


esses are not 
ausally related and do not 
om-

pete for resour
es, it is desirable to spe
ify that

they may be exe
uted 
on
urrently, to empha-

size the possibility of a

elerated exe
ution.
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